
ULF: Unsupervised Labeling Function Correction 
using Cross-Validation for Weak Supervision

Cross-Validation 
Component 

Intuition: A mismatch between 
predictions of a model trained on a 
large portion of the LFs and labels 

generated by held-out LFs can indicate 
noise specific to the held-out LFs. 

✦ Split the data into k folds according to 
matched LFs (i.e., signatures). 

✦ Train k models on k-1 folds. 

✦ Apply the models to the held-out folds 
to calculate cross-validation predicted 
probabilities. 

✦ Convert the probabilities into labels  
w.r.t. class average thresholds :
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Data Encoding 

Motivation
Weak supervision: the model is trained on the data, which was automatically  
labeled using heuristics (key words, external KB, etc) formulated as labeling functions.  
Some labeling functions (LFs) correctly captures some samples but mislabels others. 

✦ Example: Lf “my” assigns SPAM class. 
• Subscribe to my channel, check my channel out -> SPAM 
• It looks so real and my daughter is a big fan and … -> SPAM 

✦ Such hard LFs to class assignments often results in a tie and incorrect assignment.  

 We propose to use a fine-adjusted LFs to class assignment in order to correct the label mistakes.  

✦ A confidence matrix  estimates the 
joint distribution between matched LFs 
and predicted labels: 

  
✦ Its calibrated version  (sums up to 

the total number of training samples, 
and the sum of counts for each LF is the 
same as in the original Z matrix) is used 
to re-estimate :
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T* = p * Q̂ + (1 − p) * T

Experimental Results

Initial hard Soft after 1 
iteration

Soft after 2 
iteration

✦ WS Datasets: 4 English + 2 African languages 
✦ Tasks: sentiment analys is , re lation 

extraction, topic classification 
✦ Models: RoBERTa/multilingual BERT  

(+ optional Cosine training step) 
✦ Unlabeled samples:  samples are randomly 

labeled and included in cross-validation 
training + reestimated in next iterations. 
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Paper on ArXiv:

✦ Parameters (tuned on the manually labeled validation 
data): the usual model training parameters + #ULF 
iterations, #ULF folds, multiplying coefficient p, soft/hard 
labels, non-labeled data rate .λ

ULF tunes the joint distribution between 
LFs and labels based on highly confident 
class cross-validation predictions and their 
cooccurrence with LFs.

T matrix transformation 
with ULF

We also conducted the experiments with 
feature-based models - check out the paper!
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Implemented within the                    framework
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