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• Our goal: change labeling functions (LFs) to class assignment from hard to soft 
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Noise in Weakly Supervised Data

Examples from the YouTube spam comments detection dataset (Alberto et al. 2015)
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• ULF re-estimates LFs to class correspondance.

• Re-estimation is performed based on the out-of-
sample predictions (without additional manual 
supervision).

• The out-of-sample predictions are calculated 
using cross-validation with splitting the data 
according to matched labeling functions

• Only confident out-of-sample predictions are 
used for re-estimation.

ULF - Unsupervised Labeling Function Correction



ULF: Unsupervised Labeling Function Correction using Cross-Validation for Weak Supervision Anastasiia Sedova, Benjamin Roth 4

ULF Results

Initial Hard Soft after
1 iteration

Soft after 
2 iteration 
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ULF Results - Case Study

Initial Hard Soft after
1 iteration

Soft after 
2 iteration 

ULF Results
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