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Motivation

e To train a stable and well-performing model, we need some labeled data
e ... a good amount of labeled data ...

e ... a good amount of clean labeled data.

e A way to obtain the labeled data more easily and cheaper is automatic data labeling
(e.g. with weak supervision) - but on the cost of increased amount of noise.

e Even manually labeled data contains noise.
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Motivation

e To train a stable and well-performing model, we need some labeled data

e ... a good amount of labeled data ...

e ... a good amount of clean labeled data.

e A way to obtain the labeled data more easily and cheaper is automatic data labeling

(e.g. with weak supervision) - but on the cost of increased amount of noise.
Ratner et al. 2016. Data programming: Creating large training sets, quickly.

e Even manually labeled data contains noise.

Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.
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Background: Usual (Static) Denoising

Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.

Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.
Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Training data Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.
Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Training data Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.
Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Training data Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.

Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.

Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.

Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Background: Usual (Static) Denoising
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Northcutt et al. 2021. Confident learning: Estimating uncertainty in dataset labels.

Huang et al. 2019. O2u-net: A simple noisy label detection approach for deep neural networks.
Chen et al. 2019. Understanding and utilizing deep neural networks trained with noisy labels.
Lipton et al. 2018. Detecting and correcting for label shift with black box predictors.
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Goal: To train a reliable model, not detect noisy samples
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Goal: To train a reliable model, not detect noisy samples

Our (Dynamic) Approach

» Correctness # usefulness

» The movie was by no means great.- POSITIVE
A model that does not know anything about sentiment prediction might
learn the useful association between the word great and the class POSITIVE.
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Goal: To train a reliable model, not detect noisy samples

Our (Dynamic) Approach

» Correctness # usefulness

» The movie was by no means great.- POSITIVE
A model that does not know anything about sentiment prediction might
learn the useful association between the word great and the class POSITIVE.

» The same sample can be harmful when the model knows about negation.
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Our (Dynamic) Approach

» Correctness # usefulness

» The movie was by no means great.- POSITIVE
A model that does not know anything about sentiment prediction might
learn the useful association between the word great and the class POSITIVE.

» The same sample can be harmful when the model knows about negation.

» One sample can be beneficial for one model (or one stage of the model) but
harmful for another.
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Goal: To train a reliable model, not detect noisy samples

Our (Dynamic) Approach

» Correctness # usefulness

» The movie was by no means great.- POSITIVE
A model that does not know anything about sentiment prediction might
learn the useful association between the word great and the class POSITIVE.

» The same sample can be harmful when the model knows about negation.

» One sample can be beneficial for one model (or one stage of the model) but
harmful for another.

Instead of static removal of samples before training, we dynamically
adjust the training set during training.
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AGRA - Adaptive GRAdient-Based Outlier Removal
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AGRA - Adaptive GRAdient-Based Outlier Removal
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AGRA - Adaptive GRAdient-Based Outlier Removal
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Results

YouTube SMS TREC Yoruba Hausa
(Acc) (F1) (Acc) (F1) (F1)

Avg.

CIFAR CXT
(Acc) (AUR)

Gold

94.84+0.8 95.4+1.0 89.54+0.3 57.3+0.4 78.5+0.3

No Denoising 87.4+2.7 71.7+1.4 58.74+0.5 44.64+0.4 39.7+0.8

83.1
60.4

83.6+0.0 —
82.4+0.2 82.7+0.1

Weak Supervision

DP [253]
MeTaL [34]

FS [14]

90.84+1.0 44.14+6.7 54.3+0.5 47.8+1.7 40.9+0.6
92.0+0.8 18.3+7.8 50.4+1.7 38.94+3.1 45.5+1.1
84.84+1.2 16.3+6.0 27.24+0.1 31.940.7 37.6+1.0

55.6
49.0
39.6

Noisy Learning
CORES? [10] 88.8+3.6 85.8+1.8 61.8+0.5 43.0+0.7 51.2+0.5
Cleanlab [32] 91.3+1.2 80.6+0.3 60.94+0.4 43.8+1.3 40.3+0.3

66.1
63.4

83.440.1 —
83.34+0.0 81.5+0.4

AGRA
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93.9+0.7 87.7+1.2 63.6+0.7 46.9+1.5 46.2+1.6

67.7

83.6+0.0 83.9+0.3
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Results

Weakly Supervised Text datasets
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Results

Weakly Supervised Text datasets

YouTube SMS TREC Yoruba Hausa
(Acc) (F1) (Acc) (F1) (F1)

Avg.

..With20%  Medical
noise added Image Data

CIFAR CXT
(Acc) | (AUR)

Gold

94.84+0.8 95.4+1.0 89.54+0.3 57.3+0.4 78.5+0.3

No Denoising 87.4+2.7 71.7+1.4 58.74+0.5 44.64+0.4 39.7+0.8
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Weak Supervision
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MeTaL [34]

FS [14]

90.84+1.0 44.14+6.7 54.3+0.5 47.8+1.7 40.9+0.6
92.0+0.8 18.3+7.8 50.4+1.7 38.94+3.1 45.5+1.1
84.84+1.2 16.3+6.0 27.24+0.1 31.940.7 37.6+1.0

55.6
49.0
39.6

Noisy Learning
CORES? [10] 88.8+3.6 85.8+1.8 61.8+0.5 43.0+0.7 51.2+0.5
Cleanlab [32] 91.3+1.2 80.6+0.3 60.94+0.4 43.8+1.3 40.3+0.3

66.1
63.4

83.440.1 —
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Results

YouTube SMS TREC Yoruba Hausa
(Acc) (F1) (Acc) (F1) (F1)

Avg.

CIFAR CXT
(Acc) (AUR)

Gold

94.840.8 95.4+1.0 89.54+0.3 57.3+0.4 78.5+0.3

No Denoising 87.4+2.7 71.7+1.4 58.74+0.5 44.64+0.4 39.7+0.8

83.1
60.4

83.6+0.0 —
82.4+0.2 82.7+0.1

Weak Supervision

DP [253]
MeTaL [34]

FS [14]

90.8+1.0 44.1+6.7 54.3+0.5 47.8+1.7 40.9+0.6
92.0+0.8 18.3+7.8 50.44+1.7 38.943.1 45.5+1.1
84.841.2 16.3+6.0 27.24+0.1 31.9+4+0.7 37.6+1.0

55.6
49.0
39.6

Noisy Learning
CORES? [10] 88.8+3.6 85.8+1.8 61.8+0.5 43.0+0.7 51.2+0.5
Cleanlab [32] 91.3+1.2 80.6+0.3 60.94+0.4 43.8+1.3 40.3+0.3

66.1
63.4

83.440.1 —
83.34+0.0 81.5+0.4
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Results

YouTube SMS TREC Yoruba Hausa Avg. CIFAR CXT

(Acc) (F1) (Acc) (F1) (F1) (Acc) (AUR)
Gold 94.840.8 95.4+1.0 89.54+0.3 57.34+0.4 78.5+0.3 | 83.1 |83.6+0.0 —
@o Denoising 87.442.7 71.7+1.4 58.74+0.5 44.6+0.4 39.74+0.8 | 60.4 | 82.4+0.2 82.7:I:OD
Weak Supervision
DP [28] 90.84+1.0 44.1+6.7 54.3+0.5 47.84+1.7 40.9+0.6 | 55.6 — —
MeTaL [34] 92.0+0.8 18.3+7.8 50.4+1.7 38.9+3.1 45.5+1.1| 49.0 — —
FS 4] 84.8+1.2 16.3+6.0 27.2+0.1 31.9+0.7 37.6+1.0| 39.6 — —

Noisy Learning
CORES? [10] 88.8+3.6 85.8+1.8 61.8+0.5 43.04+0.7 51.2+0.5| 66.1 [83.4+0.1  —

Cleanlab [32] 91.3+1.2 80.64+0.3 60.9+0.4 43.8+1.3 40.3+0.3 | 63.4 |83.34+0.0 81.540.4
AGRA 93.9+0.7 87.7+1.2 63.6+0.7 46.9+1.5 46.2+1.6 | 67.7 |83.6+0.0 83.9+0.3
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Results

YouTube SMS TREC Yoruba Hausa |[Avg./CIFAR CXT

(Acc) (F1) (Acc) (F1) (F1) (Acc) (AUR)
Gold 94.840.8 95.4+1.0 89.54+0.3 57.34+0.4 78.5+0.3 | 83.1 |83.6+0.0 —
@o Denoising 87.442.7 71.7+1.4 58.74+0.5 44.6+0.4 39.74+0.8 | 60.4 | 82.4+0.2 82.7:EOD
Weak Supervision
DP [28] 90.84+1.0 44.1+6.7 54.3+0.5 47.84+1.7 40.9+0.6 | 55.6 — —
MeTaL [34] 92.0+0.8 18.3+7.8 50.4+1.7 38.9+3.1 45.5+1.1| 49.0 — —
FS 4] 84.8+1.2 16.3+6.0 27.2+0.1 31.9+0.7 37.6+1.0| 39.6 — —

Noisy Learning
CORES? [10] 88.8+3.6 85.8+1.8 61.8+0.5 43.04+0.7 51.2+0.5| 66.1 [83.44+0.1  —

Cleanlab [32] 91.3+1.2 80.6+0.3 60.9+0.4 43.8+1.3 40.3+0.3 | 63.4 |83.34+0.0 81.5+0.4
AGRA 93.9+0.7 87.7+1.2 63.6+0.7 46.9+1.5 46.2+1.6 | 67.7 |83.6+0.0 83.9+0.3

g% universitat
L wien




Results

YouTube SMS TREC Yoruba Hausa
(Acc) (F1) (Acc) (F1) (F1)
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(Acc) (AUR)

Gold
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82.4+0.2 82.7+0.1

Weak Supervision

DP [253]
MeTaL [34]

FS [14]

90.84+1.0 44.14+6.7 54.3+0.5 47.8+1.7 40.9+0.6
92.0+0.8 18.3+7.8 50.4+1.7 38.94+3.1 45.5+1.1
84.84+1.2 16.3+6.0 27.24+0.1 31.940.7 37.6+1.0

55.6
49.0
39.6

Noisy Learning
CORES? [10] 88.8+3.6 85.8+1.8 61.8+0.5 43.0+0.7 51.2+0.5
Cleanlab [32] 91.3+1.2 80.6+0.3 60.94+0.4 43.8+1.3 40.3+0.3

66.1
63.4

83.440.1 —
83.34+0.0 81.5+0.4

AGRA

7> universitat
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93.9+0.7 87.7+1.2 63.6+0.7 46.9+1.5 46.2+1.6

67.7

83.6+0.0 83.940.3
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Result Analysis

e For all our datasets, we use the noisy heuristic labels, but we also know the gold labels

e -> We can measure the amount of mislabeled kept, mislabeled removed, correcly
labeled kept, and correctly labeled removed.

100% - 100% 1

80% A 80%
g 8
2 eo%1 S oon ] — correctly labeled kept
= s correctly labeled removed
5 5 — mislabeled removed
2 40% 2 40% A .
g g — mislabeled kept
o o
o o

20% A 20% -

0% T T T T T T 0% T T T T T T T T T
0 20 40 60 80 100 0 25 50 75 100 125 150 175 200
Update Update
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Conclusion

o We experimented with dynamically adjusting the training set during the
model training instead of hard outlier removal before the model training.

o Our method AGRA measures the sample-specific impact on the current
model and removes the samples that negatively impact the model

Key Takeaways:
o Sample correctness # Sample usefulness
« The model does not always benefit from hard outlier removal.

universitat
wien
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AGRA Pseudocodes

Algorithm 1: AGRA Algorithm for Single-Label Datasets

Input: training set X, initial model f (-;60), number of epochs E, batch size

M, (optionally: alternative label y')
Output: trained model f (-;60%)
for epoch = 1,..., E do
for batch B do
Sample a comparison batch B, BC X, |[B|=M
Compute VL.om on B
for (z:,y:) € B do
Compute VL (z¢,yt)
Simy, = sim (VE(:L't,yt),VECOm) (Eq. 1)
if an alternative label y' is specified then
Compute VL (z¢,y")
sim, = sim (VZ(xt,y’), VZcom) (Eq. M
if simy, <0 and sim,, <0 then

| B<+ B\ {(zt,y:)}

if sim,, > 0 and sim, > simy, then
| B B\ {(zs,4:)} U{(zs,9)}
else

if sim,, <0 then

| B« B\ {(zt,y:)}
0 «+ Optim (0,8, L)

Algorithm 2: AGRA Algorithm for Multi-Label Datasets

Input: training set X, initial model f (-; ), removal threshold 7,

number of epochs F, batch size M, number of classes K, label assigned

to ignored samples %
Output: trained model f (-;6*)
for epoch = 1,..., E do
for batch B do
Sample a comparison batch E, Bcx , |E| =M
Compute vam on B
for (z:,y:) € B do
Compute VL (x4, y:)
Set up corrected label vector ¥  y;
for k=1, ..., K do

simE, = sim ((Vz(mt,yt)>k, (vEcom) k) (Eq.1)
if siIn'y“t < 0 then
Ytk < 1

|
B« B\ {(zs, )} U{(z+, %)}
0 < Optim (0,8, L)

= Lniversitat
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F1 Loss Function

o Directly represents the performance metric

» Maximizes the F1 score

« VS the standard F1 loss: the predicted labels are replaced by the model

outputs transformed into predicted probabilities by a suitable activation
the predicted probability of

function -> it is differentiable
M / class k for sample t after
application of the softmax

t/l\)k = Z@t,k X 1 (y: = ck)

t=1
K ~ M
1 2t - .
Lr, (B)ZI_E = =Pk fpk:Zyt,kX(l_]l(yt:Ck))
o1 2tpp + o+ fny, + € t—1
M
/ fnk=Z(1—@t,k)X]1(yt=Ck)
e=1e-05 t=1
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Binary-F1 Loss Function for Single-Label Settings

« Based on the F1 score of the positive class

the predicted probability for the

« Aims to maximize the F1 score of the positive class D et ot e

w /

D= dit1 X e

2tp
LFl (B) =l- == - M .
2tp+ fr+ fn+e fp=Zyt,1><(1—yt)

t=1

. M

fn= Z(l —Jt,1) X Yt
t=1

Yt € {07 1}
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Macro-F1 Loss Function for Single-Label Settings

« Averages the differentiable F1 scores of all K classes

LF

1ar

g universitat
L Jwien

B9

k=

1

215?%

20py, + for, + fr + €

the predicted probability of class k
for sample t after application of
the sigmoid function

M

@k = th,k X Ytk

t=1

M

for = th,k X (1 —yt.k)
t=1

M

frg = (1= 9ek) X Yok
t=1

yt,k S {07 ]-}
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Datasets

Dataset #Class #Train #Dev #Test %Noise

YouTube 2 1586 120 250 18.8
SMS 2 4571 500 500 @ 31.9
TREC 6 4965 500 500  48.2
Yoruba 7 1340 189 379 423
Hausa 5 2045 290 582  50.6

CheXpert 12 200599 22815 234 -
CIFAR-10 10 50000 5000 5000 20
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Ablation Study
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No Weighted Sampling

Weighted Sampling

CE/CE | CE/F CE/CE | CE/F;
YouTube [92.0+1.0{93.94+0.7(91.9+0.5| 93.4+0.8
YouTube'|90.5+ 1.0 — 92.0 £ 0.7 —
SMS 79.0+£3.2| 61.1+5.2 |87.7+1.2| 49.1 £ 3.0
SMST 71.14+ 3.1 — 86.3 + 1.2 —
TREC |61.6+0.6|62.1+04 |62.8+1.1(63.6+0.7
Yorubd |44.3+2.5|442+14 (435+1.0/46.9+1.5
Hausa 412404409+ 0.6 |43.8+2.8/46.2+1.6
CheXpert | 82.6 £ 0.6 | 83.9+ 0.3 — —
CIFAR |82.240.2| 83.54+0.0 |83.1+0.0(83.6+0.0
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